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PREPARATIONS

PROBLEMS

Problem 1 - f(x) = 0 for systems. We have previously defined an equation
asf(x) = 0. For example, if we have the equationx2 = 2, then we would
move everything to the left hand side and getx2

− 2 = 0, and thusf(x) =
x2

− 2.

We now start with a system of equations. We have several equations and
several variables. In this session we will only consider systems of two equa-
tions and two variables. For example, we could have the system:

x2

1 − x2 = 0.5

−x1 + x2

2 = 0.5

Graphically, each equation can be seen as a curve, and the solutions of the
system are then the intersections of the curves (remember how a2×2 linear
system could be seen as two lines):
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To put this system inf(x) = 0 form, we proceed just like before, by
moving everything to the left hand side:

x2

1 − x2 − 0.5 = 0

−x1 + x2

2 − 0.5 = 0

We then define the left hand sides as two functions,f1 : R
2
→ R and

f2 : R
2
→ R. I.e. functions of two variables which return one value:

f1(x1, x2) = x2

1 − x2 − 0.5

f2(x1, x2) = −x1 + x2

2 − 0.5

We can then define a functionf : R
2
→ R

2 which is vector-valued and
hasf1 andf2 as components:

f(x1, x2) =

(

f1

f2

)

We can also see the input argumentsx1 andx2 as elements of a vector:

x =

(

x1

x2

)

Then we can write:

f(x) =

(

f1

f2

)

and we have the form:
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f(x) = 0

(note that0 is the vector

(

0
0

)

in this context).

(1) Implementing the functionf(x)
Implement the above system of equations as the functionf(x)

which takes a 2-element column vector as input argument and re-
turns a two-element column vector as output.

Note: write:
function y = f(x)

y = zeros(2, 1);
...
to force y to be a column vector.
Your function should behave like this:

>> x = f([1; 1])

ans =

-0.5000
-0.5000

Test your function for some input argumentsx and see if you can
come close to a solution.

Problem 2 - Implementing Newton’s Method. Fixed point iteration for a
functionf : R

2
→ R

2 works just the same as for a functionf : R → R.

We start withf(x) = 0, and we want to put this equation in the form
x = g(x).
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f(x) = 0 ⇒ (Multiply with a matrixA)

Af(x) = 0 ⇒ (addx)

x + Af(x) = x

⇒

g(x) = x + Af(x)

⇒

x = g(x)

We could select matricesA depending on the functionf(x) and success-
fully use simple fixed point iteration. However, we will go directly to New-
ton’s method (which is a systematic way of finding the best matrix A).

Just as for the case of only one equation, we linearizef(x) to get the
tangents (the tangents are now planes, since we have two variables, and we
get two tangents, sincef(x) has two components)t(x) in the pointx̂:

t(x) = f(x̂) + f ′(x̂)(x − x̂)

Just as before, we find the solution tot(x) = 0 instead and hope that it is a
good approximation of the solution tof(x) = 0.

If we denotêx as our starting guess or current approximate solutionxi and
x as the next approximate solutionxi+1, we get:

f(xi) + f ′(xi)(xi+1 − xi) = 0

and just as before we solve forxi+1:

xi+1 = xi −
f(xi)

f ′(xi)

This time however,f ′(xi) is a matrix (sometimes called Jacobi or Jacobian
matrix) composed of all the combinations of derivatives with respect to the
two variables and two components:
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f ′(x) =

(

∂f1

∂x1

∂f1

∂x2

∂f2

∂x1

∂f2

∂x2

)

Instead of explicitly computing the inverse off ′(xi), it is more efficient (it
takes less operations) to solve forxi − xi+1 instead to get:

f ′(xi)(xi+1 − xi) = −f(xi)

If we denotexi+1 − xi ash, f ′(xi) asJ and−f(xi) asr we get a familiar
linear system:

Jh = r

where h is the unknown. We can then computexi+1 = h + xi.

(1) Newton’s Method
Write a functionfnewtonsystem(f, guess, tol)which

implements Newton’s method based on the previousfnewton()
and using thejacobi(f, a) function to compute the derivative.
Both functions are in
http://www.phi.chalmers.se/bodysoul/sessions/e9/programs/.

Note: you should now check the norm of your residual instead of
only the absolute value since the residual is now a vector. The same
applies if you want to look at the difference between the new and
old x.

(2) Testing your implementation
Solve the previously mentioned equation system:

x2

1 − x2 − 0.5 = 0

−x1 + x2

2 − 0.5 = 0

and verify visually and by hand computation.

http://www.phi.chalmers.se/bodysoul/sessions/e9/programs/
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Your function should behave like this:
>> x = fnewtonsystem(’f’, [1; 1], 1e-6)

x =

1.3660
1.3660

Wheref.m is your implementation off(x) representing the equa-
tion system.

SOLUTIONS

Make sure that you really try to solve each problem before looking at the
solutions. Have you really tried to solve the problem or should you try again
before looking at the solution?

The solutions are available on the web page of this session underSolutions to problems.

http://www.phi.chalmers.se/bodysoul/sessions/e9/solutions/
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ABOUT

This Computer Session is part of the Body and Soul educational program.
More information can be found at

http://www.phi.chalmers.se/bodysoul/

This Computer Session is maintained by Johan Jansson (johanjan@math.chalmers.se).
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